
R E S E A R C H Open Access

© The Author(s) 2025. Open Access  This article is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 
International License, which permits any non-commercial use, sharing, distribution and reproduction in any medium or format, as long as you 
give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if you modified the 
licensed material. You do not have permission under this licence to share adapted material derived from this article or parts of it. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or 
exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit  h t t p  : / /  c r e a  t i  
v e c  o m m  o n s .  o r  g / l  i c e  n s e s  / b  y - n c - n d / 4 . 0 /.

Guo et al. Radiation Oncology           (2025) 20:26 
https://doi.org/10.1186/s13014-025-02603-0

Radiation Oncology

*Correspondence:
Feibao Guo
gfb803@fjmu.edu.cn
Jinsheng Hong
hjs703@126.com
1Department of Radiation Therapy, Cancer Center, The First Affiliated 
Hospital of Fujian Medical University, Fuzhou 350005, China

2Department of Radiotherapy, National Regional Medical Center, Binhai 
Campus of The First Affiliated Hospital, Fujian Medical University,  
Fuzhou 350212, China
3Key Laboratory of Radiation Biology of Fujian Higher Education 
Institutions, Fuzhou 350005, China

Abstract
Background Deformable registration plays an important role in the accurate delineation of tumors. Most of the 
existing deep learning methods ignored two issues that can lead to inaccurate registration, including the limited field 
of view in MR scans and the different scanning angles that can exist between multimodal images. The purpose of this 
study is to improve the registration accuracy between CT and MR for nasopharyngeal carcinoma cases.

Methods 269 cases were enrolled in the study, and 188 cases were designated for training, while a separate set 
of 81 cases was reserved for testing. Each case had a CT volume and a T1-MR volume. The treatment table was 
removed from their CT images. The CycleFCNs model was used for deformable registration, and two strategies 
including adaptive mask registration strategy and weight allocation strategy were adopted for training. Dice similarity 
coefficient, Hausdorff distance, precision, and recall were calculated for normal tissues of CT-MR image pairs, before 
and after the registration. Three deformable registration methods including RayStation, Elastix, and VoxelMorph were 
compared with the proposed method.

Results The registration results of RayStation and Elastix are essentially consistent. Upon employing the VoxelMorph 
model and the proposed method for registration, a clear trend of increased dice similarity coefficient and decreased 
hausdorff distance can be observed. It is noteworthy that for the temporomandibular joint, pituitary, optic nerve, and 
optic chiasma, the proposed method has improved the average dice similarity coefficient from 0.86 to 0.91, 0.87 to 
0.93, 0.85 to 0.89, and 0.77 to 0.83, respectively, as compared to RayStation. Additionally, within the same anatomical 
structures, the average hausdorff distance has been decreased from 2.98 mm to 2.28 mm, 1.83 mm to 1.53 mm, 
3.74 mm to 3.56 mm, and 5.94 mm to 5.87 mm. Compared to the original CycleFCNs model, the improved model has 
significantly enhanced the dice similarity coefficient of the brainstem, pituitary gland, and optic nerve (P < 0.001).

Conclusions The proposed method significantly improved the registration accuracy for multi-modal medical images 
in NPC cases. These findings have important clinical implications, as increased registration accuracy can lead to more 
precise tumor segmentation, optimized treatment planning, and ultimately, improved patient outcomes.
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Background
The International Agency for Research on Cancer proj-
ects a 63.4% escalation in the global incidence of cancer 
by the year 2040, relative to the figures reported in 2018 
[1]. Radiotherapy, characterized by its precision in target-
ing tumors while concurrently minimizing exposure to 
adjacent healthy tissues, stands as a pivotal modality in 
the treatment of cancer. The accuracy of tumor segmen-
tation is paramount to the efficacy of precise radiother-
apy, necessitating the utilization of multimodal medical 
imaging, including Computed Tomography (CT) and 
Magnetic Resonance (MR) scans, to furnish physicians 
with a comprehensive dataset for delineating the tumor 
margins. However, the fusion of multimodal images 
poses a challenge due to variations in image dimensions, 
pixel spacing, the number of slices, slice thickness, and 
patient positioning. These discrepancies can impede the 
direct application of multimodal imaging data by medical 
professionals. Image registration, a technique that aligns 
two images with distinct anatomical structures, is instru-
mental in addressing this issue, facilitating the fusion 
of multimodal images and the precise segmentation of 
regions of interest (ROI) [2–3]. While rigid registration 
is prevalent in clinical workflow and is capable of effect-
ing translations and rotations, it is limited in its abil-
ity to address the complexities of organ deformation. In 
contrast, deformable registration offers a more sophisti-
cated solution by employing spatially deformable grids to 
achieve a more nuanced alignment of the images [4–5].

Conventional deformable registration methods obtain 
the transformation parameters by optimizing an objec-
tive function, which is time-consuming and inaccurate 
for complex three-dimensional image cases. In recent 
years, the advent of deep learning models has introduced 
a paradigm shift in the field of medical image deform-
able registration. These models encompass a spectrum of 
supervised, weakly supervised, and unsupervised neural 
networks, each with distinct advantages and methodolo-
gies [6–10]. (1) Supervised and weakly supervised neural 
networks are predominantly informed by prior knowl-
edge during the training phase. This includes leveraging 
pre-aligned images, synthetic datasets, and ROIs delin-
eated by clinicians [11–17]. For instance, Van Eijnatten 
et al. solved the problem of insufficient CT data based 
on synthetic deformable fields, and the results showed 
that although their method was not superior to other 
common tools in terms of the registration accuracy of 
vertebrae, it greatly improved the registration speed 
[18]. Similarly, Eppenhof et al. utilized a stochastic syn-
thetic deformable field to augment lung CT datasets for 
the training of supervised neural networks [19]. Despite 
the supervised or weakly supervised methods to a cer-
tain extent, alleviate or avoid the optimization problem 
of metrics. They require synthetic deformable fields or 

manually defined markers as the registration basis. (2) 
Unsupervised methods, on the other hand, directly cal-
culate the similarity loss function between the fixed and 
moving images. While this approach sidesteps the need 
for prior knowledge, it may encounter issues related to 
local extrema during optimization [20–24].

Nasopharyngeal Carcinoma (NPC) is one of the head 
and neck malignancies with high incidence in East Asia 
and Southeast Asia, and radiotherapy is recommended 
because it is sensitive to ionizing radiation [25]. The 
delineation of the NPC tumor target, characterized by 
its complexity and irregularity, necessitates the utiliza-
tion of multimodal images such as planning CT and MR 
[26]. Rigid registration can align images through trans-
lation and rotation, yet it fails to address deformations 
of soft tissues, which are particularly common between 
multimodal images [27]. Deformable registration offers a 
distinct advantage over its rigid counterpart by providing 
superior alignment of soft tissue structures and yielding 
more precise information regarding the tumor’s mar-
gins, which is crucial for effective treatment planning. 
Despite a few neural network models were proposed for 
NPC deformable registration [28–29], several challenges 
remain to be addressed: (1) Supervised neural networks 
are used in some studies, which require prior knowledge, 
such as ROIs delineated in advance by physicians, as 
labels for training. These labels are difficult to obtain and 
difficult to ensure accuracy. (2) Most studies proposed a 
deformable registration network between CT images but 
ignored the registration between multimodal images. (3) 
The limited field of view (FOV) in MR scans may result 
in an incomplete representation of anatomical structures, 
such as the shoulder, as depicted in Fig. 1. Existing meth-
ods struggle to reconcile inconsistencies in anatomical 
structure information between multimodal images. (4) 
Discrepancies in the scanning inclination angles between 
CT and MR acquisitions may introduce registration 
errors at the edge slices of the two image volumes, as 
shown in Fig. 2. None of the above studies has considered 
this issue. To date, this potential source of error has not 
been adequately considered within the existing literature.

In this study, an unsupervised model named cycle-con-
sistent fully convolutional network (CycleFCNs) was used 
as the deep learning framework [30] for deformable reg-
istration between MR and CT in NPC cases. To address 
the challenge of limited FOV, we introduce an adaptive 
mask registration strategy by extracting the outer con-
tour mask of MR image as the registration domain. Dur-
ing the training process, CycleFCNs only focuses on the 
registration domain but ignores the other regions in the 
CT image. Furthermore, to mitigate the registration dis-
crepancies precipitated by edge information mismatches, 
we proposed a weight allocation strategy for the assess-
ment of different image slices. Specifically, higher weights 
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were allocated to the central slice of image volume, and 
lower weights were allocated to the edge slice to reduce 
the registration errors caused by the mismatch of image 
edge information. By providing more precise alignment 
of multimodal imaging data, the improved deformable 
registration method can lead to better tumor segmenta-
tion, optimized dose delivery, and more effective adaptive 
radiotherapy, ultimately improving patient outcomes and 
quality of life.

Methods
Data acquisition
NPC patients who underwent intensity-modulated radio-
therapy radiotherapy in our hospital from April 2020 to 
December 2021 were randomly selected as the research 
objects. Each case had a CT volume and a contrast 
enhanced T1-MR volume. CT scans were performed 
on an 80 cm Siemens large aperture CT simulator, with 
parameters set to an acquisition voltage of 120 kV, a cur-
rent of 35  mA, and a slice thickness of 3  mm. Within 

three days after the CT scan, corresponding MR images 
were obtained utilizing a Prodiva 1.5 T magnetic reso-
nance imaging system, with a FOV of 240 × 240  mm. 
Subsequently, all imaging data were transferred to the 
RayStation treatment planning system (TPS), and ROIs 
on both CT and MR were delineated by a senior physi-
cian, and the delineation results were reviewed and con-
firmed by another senior physician. A total of 269 cases 
were enrolled in the study, including 216 males and 83 
females, with a median age of 50. The clinical staging dis-
tribution of all cases is summarized as follows: Stage I, 7 
cases; Stage II, 32 cases; Stage III, 132 cases; Stage IVA, 
84 cases; and Stage IVB, 14 cases [31].

Data preprocessing
Removal of CT scanning table
A known discrepancy between CT and MR images per-
tains to the presence of a scanning table in the former, 
which is absent in the latter. This inconsistency can lead 
to a misestimation by neural networks of the alignment 

Fig. 2 The mismatch of scanning inclination angles between MR (A) and CT (B)

 

Fig. 1 The mismatch of anatomical structure information between CT (B) and MR (A)
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degree within the table region during the deformable 
registration process, thereby potentially diminishing the 
overall accuracy of registration. Therefore, a semi-auto-
matic method was proposed for the removal of the scan-
ning table from the CT images. Firstly, the outer contour 
could automatically created in the TPS, and then the 
scanning table region was manually removed to obtain 
the patient’s body mask. Subsequently, the mask region 
of the CT image was retained, and the region outside the 
mask was set as the background pixel value, as shown in 
Fig. 3.

Unification of image parameters
The variability in image resolution and slice thickness 
across different modalities can significantly impact the 
robustness of registration results. To mitigate this, it is 
essential to standardize image parameters. In this study, a 
dataset comprising 188 cases was designated for training, 
while a separate set of 81 cases was reserved for testing 
purposes. The initial step involved the resampling of all 
images to a uniform resolution of 1 mm × 1 mm × 3 mm. 
Given the inconsistencies in image sizes post-resampling, 
the resampled images were uniformly cropped to a size 
of 448 × 448 × 64 voxels. Subsequently, due to the limita-
tion of the computer video memory size, each image slice 
was further resized to 224 × 224 voxels before the training 
process. To simplify the neural network training phase, 
3Dslicer software [32] was employed to perform rigid 
registration on all cases, thereby reducing the complexity 
of the registration task. Finally, the image data were nor-
malized to be distributed in the range of (-1, 1).

Neural network model
The structure of improved CycleFCNs
The original CycleFCNs model consists of two fully con-
volutional networks (FCN) [33]. The outputs of the two 
FCNs were used as new inputs to each other to obtain 

the reconstructed image for loss calculation, which can 
prevent some excessive deformation and make the net-
work easier to converge. In addition, the model also used 
ResNet blocks to increase the depth of the network. The 
use of modality-independent neighborhood descriptor 
(MIND) metric can extract distinctive image structure 
by comparing each image patch with all its neighbors 
in a non-local region, and help to align the anatomical 
structures between multimodal images [34]. Regulariza-
tion loss was also applied to deformable grids to prevent 
unreasonable deformation [35]. Based on the original 
CycleFCNs model, 3 ResNet blocks were added after 
each down-sampling layer, and skip connections were 
introduced to solve the problem of vanishing gradients, 
as shown in Fig. 4. The input of each FCN was a pair of 
CT and MR, and the image size was 224 × 224 × 24. Three 
down-sampling layers were used to extract the features of 
the input images and the activation function was linear 
rectification function (ReLU). Then, three up-sampling 
layers were adopted to restore the high-dimensional 
features into a transform grid with the same size as the 
input images. Training and testing were performed on a 
computer with an Intel i9-10700KF CPU, 16GB Mem-
ory, NVIDIA GeForce RTX 3090 GPU, and 24 GB Video 
Memory.

Training strategy
(1) Adaptive mask registration strategy. Given the expan-
sive and irregularly shaped target volumes characteristic 
of NPC cases, MR and CT imaging often necessitates a 
scanning range that extends from the chest to the crown 
of the head. The limited FOV may result in incomplete 
shoulder anatomical structure in MR scan, as shown in 
Fig.  1. Such inconsistencies in structural representation 
between multimodal images can adversely impact the 
accuracy of the overall registration process. To solve this 
problem, we have devised an adaptive mask registration 

Fig. 3 CT image before and after scanning table removal. A: CT with table, B: CT without table
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strategy that involves the extraction of an outer contour 
mask from the MR, which is then defined as the ROI for 
registration. This approach ensures that the neural net-
work concentrates on the deformable registration results 
within the mask during the training phase. The method-
ology for extracting the outer contour mask was as fol-
lows: Initially, the foreground and background of MR 
image were segmented based on the OTSU algorithm 
[36]. Subsequently, a background mask was obtained by 
flood-fill algorithm, and the edge cavity of the inverted 
background mask was repaired by morphological clo-
sure operation to get the outer contour mask as shown in 
Fig. 5. While some studies have also utilized mask-based 
training strategies in lung deformable registration to limit 

changes in lung volume, this study differs by employing 
an adaptive mask to prevent registration errors caused by 
incomplete scanning of MR images. During the training 
process, both MR image and its mask was mapped based 
on the deformable grid. This adaptive mask prevents 
unreasonable deformation for MR image and also pre-
vents the issue of mismatch between the mapped MR and 
the mask. Furthermore, the mask loss term and the mask 
constraints on other loss terms were introduced.

(2) Weight allocation strategy. Since most image regis-
tration algorithms only consider global registration, the 
mismatch of image edges as shown in Fig. 2 may lead to 
unreasonable registration results. The adaptive mask reg-
istration strategy was incapable of correcting registration 

Fig. 5 The outer contour mask extraction process. A: origin MR, B: foreground and background, C: background mask, D: outer contour mask

 

Fig. 4 The structure of the FCN in improved CycleFCNs
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errors caused by the discrepancies in the scanning incli-
nation angles between CT and MR. To ameliorate this 
issue, a weighted allocation strategy was introduced to 
improve the stability and precision of the registration 
results by increasing the registration error weight of the 
central slice region and decreasing the registration error 
weight of the edge slice region. Specifically, the weights of 
different regions were set as follows: The middle 18 slices 
of MR were set as the central slice region, while the three 
slices of the upper or lower boundary of the MR were set 
as the edge slice region. The weight of the central region 
was set to 2, and the weight of the edge region was set to 
0.5.

Loss functions
The original loss functions of CycleFCNs were employed, 
including content loss, regularization loss, and cycle loss 
[30]. The MIND values of different registration regions 
were calculated based on the weight allocation strategy 
in the content loss to compare the image gradient dif-
ference between registered image pairs, as shown in for-
mula (1). The N represents the number of image voxels, R 
is the spatial search region and we set the region size to 
7 × 7 during model training. The regularization loss made 
the deformable grid smoother and prevented unreason-
able registration results. The cycle loss could transform 
the deformed image back to the original image, making 
the registration results more reliable. In addition to the 
above loss terms, a mask loss has been added to constrain 
the occurrence of unreasonable deformations at the outer 
contours, as shown in formula (2), where V represents 
the volume and ϕ  represents the deformable field. All 
loss terms were calculated only within the image mask, 
rather than across the entire image.

 

losscontent = 2
N1 |R|

∑
n∈ N1

∑
r∈ R

|MIND (CT, n, r) − MIND (MR, n, r)|

+ 1
2N2 |R|

∑
n∈ N2

∑
r∈ R

|MIND (CT, n, r) − MIND (MR, n, r)|

 (1)

 lossmask = |V (ϕ (maskMR)) − V (maskMR)| (2)

Evaluation methods
Other models
The proposed model was compared with the following 
three deformable registration methods: (1) the hybrid 
intensity and structure-based deformable registration 
method in RayStation TPS (9.0 version), with the defor-
mation strategy set to default, similarity measure set to 
mutual information, and resolution grid set to 0.25  cm, 
(2) the open-source image registration tool Elastix [37], 
(3) the classical image registration network VoxelMorph 

[38]. The registration parameters in Elastix; interpolator 
is “BSpline Interpolator”, Optimizer is “Adaptive Stochas-
tic Gradient Descent”, Transform is “BSpline Transform”, 
Metric is “Advanced Mattes Mutual Information” and 
“Maximum Number of Iterations” is 5000.

To evaluate the importance of the two proposed train-
ing strategies, we conducted a series of ablation experi-
ments. The experimental design is as follows: (1) Baseline 
model, which includes all two strategies: adaptive mask 
registration strategy, and weight allocation strategy. (2) 
WAS model, which removes the adaptive mask registra-
tion strategy, while retaining the weight allocation strat-
egy. (3) AMS model, which removes the weight allocation 
strategy, while retaining the adaptive mask registration 
strategy. (4) NAS model, which removes the two training 
strategies.

Evaluation metrics
For evaluation, the ROIs including spinal cord, thyroid, 
musculus constrictor pharynges, oral cavity, brainstem, 
temporomandibular joint, temporal lobe, pituitary, 
eyes, optic nerve, and optic chiasma were delineated on 
both CT and MR by a senior physician and reviewed by 
another senior physician before registration. The assess-
ment of registration accuracy was based on several 
established indices: dice similarity coefficient (DSC), 
Hausdorff distance (HD), precision, and recall. The for-
mulas for precision and recall are presented as Eqs.  (2) 
and (3), respectively, where VMR and VCT denote the vol-
umes of the respective ROIs within the deformed MR 
and CT. The greater the accuracy of registration results, 
the greater the DSC, precision, and recall, and the smaller 
the HD. Wilcoxon signed-rank test in SPSS 19 software 
was used to compare the registration results between 
CycleFCNs and RayStation.

 
Precision = VMR ∩ VCT

VMR
 (2)

 
Recall = VMR ∩ VCT

VCT
 (3)

Results
Registration results using rigid registration and 
deformable registration
Figure  6 shows the axial, sagittal, and coronal planes of 
the registration results using different methods. Although 
the rigid registration method provided a coarse align-
ment between CT and MR, it is evident that the local 
regional details of the two image sets were not completely 
matched, as depicted in Fig.  6A. The intensity-based 
deformable registration method demonstrated a certain 
degree of success in rectifying the soft tissue displace-
ment between the multimodal images, with particularly 
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notable enhancements in the alignment observed in the 
coronal and sagittal planes. Nevertheless, a shortcom-
ing is observed in the axial plane, as illustrated in Fig. 6B, 
where the intensity-based approach encounters difficul-
ties in accurately aligning the body’s periphery. In con-
trast to the preceding methods, Elastix, VoxelMorph, 
and the improved CycleFCNs model exhibited marked 
improvements in the overall alignment between CT and 
MR.

To further illustrate the local registration effect of 
the three methods, the checkerboard fusion images are 
shown in Fig. 7. Images (1) and (2) represent two differ-
ent slices, with three regions outlined in red in images (1) 
and three regions outlined in green in images (2) being 
highlighted to emphasize areas with significant registra-
tion differences. Although the intensity-based deform-
able registration method offered an improvement in the 
registration accuracy of soft tissues, it occasionally intro-
duced unreasonable deformations in localized areas, 
leading to image distortion, as observed in Fig.  7A (1) 
and Fig. 7A (2). Conversely, Elastix, VoxelMorph, and the 
improved CycleFCNs model all achieved a more substan-
tial enhancement in overall image registration accuracy. 

Among them, the CycleFCNs model avoided excessive 
stretching of MR images in edge regions, which is rea-
sonable given the limited FOV of MR images. However, 
in Elastix and VoxelMorph, areas outside the FOV of MR 
images were filled in, and their accuracies were question-
able, as shown in Fig. 7B (2) and Fig. 7B (3). The Cycle-
FCNs model also had some issues. In order to achieve 
higher registration accuracy in the central slices, there 
are some unreasonable deformation results in the periph-
eral slices, as shown in Fig. 7B (4).

Segmentation results using different deformable 
registration
Tables  1 and 2 respectively presented the DSC and HD 
values obtained through different deformable registra-
tion methods. The registration results of RayStation and 
Elastix were essentially consistent, showing no significant 
differences. A discernible trend was observed where the 
DSC has increased and the HD has decreased following 
the application of deep learning-based methods, as com-
pared to the metrics derived from RayStation. Notably, 
for the temporomandibular joint, pituitary, optic nerves, 
and optic chiasma, there was a significant improvement 

Fig. 6 Overlay fusion images using different registration methods. A: rigid registration in RayStation, B: hybrid intensity and structure-based deformable 
registration in RayStation, C: Elastix, D: VoxelMorph, E: improved CycleFCNs
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Fig. 7 Checkboard fusion images using different registration methods. A: hybrid intensity and structure-based deformable registration in RayStation, B: 
Elastix, C: VoxelMorph, D: improved CycleFCNs
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in the average DSC, which rose from 0.86 to 0.91, 0.87 
to 0.93, 0.85 to 0.89, and 0.77 to 0.83, respectively, after 
the deformable registration based on the improved 
CycleFCNs model. Concurrently, the average HD exhib-
ited a reduction, from 2.98 mm to 2.28 mm, 1.83 mm to 
1.53 mm, 3.74 mm to 3.56 mm, and 5.94 mm to 5.87 mm, 
for the same anatomical structures. When compared 
with the deformable registration results produced by 
RayStation, the CycleFCNs model achieved a higher aver-
age DSC for most organs and a correspondingly lower 
average HD.

RayStation is one of the commonly used treatment 
planning systems in clinical practice. The Wilcoxon 
signed-rank test was employed to compare the reg-
istration accuracy between RayStation and the pro-
posed model, to assess whether the proposed model can 
enhance the registration accuracy in the clinical work-
flow. Statistical analysis revealed that, for most normal 
tissues, the differences in DSC and HD between the two 
deformable registration methods were statistically sig-
nificant (P < 0.05). However, for eyes, optic nerves, and 
optic chiasma, the registration results of CycleFCNs were 
comparable to those of RayStation, with the P values for 
HD being 0.827, 0.385, and 0.808, respectively. Figures 8 

Table 1 DSC of different organs in test cases based on different deformable registration
organ Deformable registration (Mean ± SD)

RayStation Elastix VoxelMorph CycleFCNs
Spinal cord 0.69 ± 0.07 0.69 ± 0.06 0.72 ± 0.06 0.71 ± 0.08
Thyroid 0.82 ± 0.05 0.84 ± 0.05 0.84 ± 0.04 0.84 ± 0.04
Musculus constrictor pharynges 0.82 ± 0.04 0.81 ± 0.06 0.83 ± 0.05 0.85 ± 0.05
Oral cavity 0.92 ± 0.03 0.94 ± 0.02 0.92 ± 0.02 0.93 ± 0.02
Brainstem 0.92 ± 0.01 0.93 ± 0.02 0.94 ± 0.02 0.95 ± 0.01
Temporomandibular joint 0.86 ± 0.06 0.87 ± 0.05 0.88 ± 0.04 0.91 ± 0.03
Temporal lobe 0.88 ± 0.05 0.87 ± 0.04 0.90 ± 0.03 0.91 ± 0.05
Pituitary 0.87 ± 0.05 0.86 ± 0.04 0.89 ± 0.03 0.93 ± 0.02
Eyes 0.90 ± 0.04 0.88 ± 0.04 0.91 ± 0.02 0.91 ± 0.04
Optic nerves 0.85 ± 0.06 0.86 ± 0.05 0.86 ± 0.04 0.89 ± 0.05
Optic chiasma 0.77 ± 0.07 0.79 ± 0.06 0.80 ± 0.07 0.83 ± 0.06

Table 2 HD of different organs in test cases based on different deformable registration
organ Deformable registration (Mean ± SD) / mm

RayStation Elastix VoxelMorph CycleFCNs
Spinal cord 4.11 ± 0.91 4.08 ± 0.92 3.89 ± 0.99 3.64 ± 0.93
Thyroid 3.71 ± 0.87 3.75 ± 0.88 3.24 ± 0.80 3.10 ± 0.84
Musculus constrictor pharynges 2.25 ± 0.63 2.02 ± 0.57 2.03 ± 0.48 1.92 ± 0.49
Oral cavity 7.21 ± 1.38 8.01 ± 1.44 6.55 ± 1.46 6.17 ± 1.78
Brainstem 2.86 ± 0.94 2.57 ± 1.01 2.33 ± 0.87 2.35 ± 0.83
Temporomandibular joint 2.98 ± 1.28 2.81 ± 1.14 2.56 ± 0.97 2.28 ± 0.86
Temporal lobe 13.74 ± 3.52 12.56 ± 3.45 12.44 ± 3.61 12.43 ± 3.57
Pituitary 1.83 ± 0.49 1.86 ± 0.56 1.69 ± 0.51 1.53 ± 0.54
Eyes 2.95 ± 1.19 2.82 ± 1.04 2.89 ± 1.09 3.01 ± 1.15
Optic nerves 3.74 ± 0.88 3.91 ± 0.99 3.78 ± 0.84 3.56 ± 0.83
Optic chiasma 5.94 ± 1.45 5.89 ± 1.50 5.88 ± 1.60 5.87 ± 1.72

Fig. 8 DSC histogram of different organs using RayStation deformable 
registration and CycleFCNs model
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and 9 graphically represented the DSC and HD histo-
grams for various organs, as determined by RayStation’s 

deformable registration and the CycleFCNs model. The 
CycleFCNs model consistently demonstrated higher DSC 
values and lower HD values for the majority of the organs 
analyzed.

The precision and recall values of different normal tis-
sues in test cases based on different deformable regis-
tration methods are shown in Tables 3 and 4. Similar to 
the results of DSC and HD, the registration accuracy of 
the two deep learning-based methods was better than 
that of RayStation and Elastix. Furthermore, the preci-
sion and recall values derived from the CycleFCNs model 
were observed to be superior to those obtained through 
VoxelMorph for most organs. However, it is important 
to note that for specific anatomical structures, including 
the spinal cord, temporal lobe, and eyes, the differences 
in precision between RayStation and CycleFCNs did not 
reach statistical significance (P > 0.05). Similarly, for the 
musculus constrictor pharynges, the differences in recall 
were not statistically significant (P > 0.05). The precision 
and recall histograms depicted in Figs. 10 and 11 further 
substantiated the superior registration accuracy of the 
CycleFCNs model when compared to the conventional 
deformable registration method.

Table 3 Precision of different organs in test cases based on different deformable registration
organ deformable registration (Mean ± SD)

RayStation Elastix VoxelMorph CycleFCNs
Spinal cord 0.71 ± 0.06 0.70 ± 0.05 0.73 ± 0.05 0.72 ± 0.06
Thyroid 0.81 ± 0.07 0.84 ± 0.06 0.84 ± 0.04 0.83 ± 0.07
Musculus constrictor pharynges 0.80 ± 0.04 0.83 ± 0.07 0.84 ± 0.05 0.88 ± 0.07
Oral cavity 0.91 ± 0.03 0.93 ± 0.03 0.94 ± 0.01 0.94 ± 0.02
Brainstem 0.90 ± 0.02 0.94 ± 0.02 0.94 ± 0.02 0.94 ± 0.02
Temporomandibular joint 0.84 ± 0.07 0.88 ± 0.04 0.90 ± 0.04 0.94 ± 0.03
Temporal lobe 0.91 ± 0.07 0.86 ± 0.05 0.90 ± 0.03 0.91 ± 0.07
Pituitary 0.86 ± 0.04 0.87 ± 0.04 0.91 ± 0.02 0.95 ± 0.01
Eyes 0.90 ± 0.04 0.89 ± 0.04 0.90 ± 0.02 0.91 ± 0.04
Optic nerves 0.75 ± 0.10 0.83 ± 0.06 0.85 ± 0.04 0.82 ± 0.05
Optic chiasma 0.75 ± 0.08 0.82 ± 0.05 0.79 ± 0.06 0.82 ± 0.06

Table 4 Recall of different organs in test cases based on different deformable registration
organ deformable registration (Mean ± SD)

RayStation Elastix VoxelMorph CycleFCNs
Spinal cord 0.66 ± 0.08 0.67 ± 0.06 0.71 ± 0.06 0.71 ± 0.07
Thyroid 0.82 ± 0.04 0.84 ± 0.04 0.84 ± 0.04 0.85 ± 0.04
Musculus constrictor pharynges 0.84 ± 0.06 0.80 ± 0.06 0.82 ± 0.05 0.84 ± 0.05
Oral cavity 0.92 ± 0.04 0.94 ± 0.01 0.90 ± 0.03 0.93 ± 0.02
Brainstem 0.93 ± 0.01 0.92 ± 0.02 0.94 ± 0.02 0.96 ± 0.01
Temporomandibular joint 0.87 ± 0.05 0.86 ± 0.07 0.86 ± 0.05 0.89 ± 0.06
Temporal lobe 0.87 ± 0.05 0.88 ± 0.03 0.90 ± 0.03 0.92 ± 0.05
Pituitary 0.87 ± 0.05 0.86 ± 0.04 0.87 ± 0.03 0.91 ± 0.03
Eyes 0.89 ± 0.04 0.88 ± 0.03 0.91 ± 0.02 0.93 ± 0.02
Optic nerves 0.82 ± 0.08 0.88 ± 0.05 0.86 ± 0.04 0.90 ± 0.04
Optic chiasma 0.78 ± 0.05 0.76 ± 0.07 0.80 ± 0.07 0.83 ± 0.05

Fig. 9 HD histogram of different organs using RayStation deformable reg-
istration and CycleFCNs model
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Ablation experiments
A series of ablation experiments was conducted to verify 
the effectiveness of the adaptive mask registration strat-
egy and weight allocation strategy. It was observed that 
the NAS model while attempting to align the MR and CT, 
resulted in an undesirable stretching effect as highlighted 
within the white box in Fig. 12A. Although the adaptive 

mask registration strategy has improved the alignment 
of the spine to some extent, the accuracy remained 
insufficient. The weight allocation strategy significantly 
enhanced the registration accuracy of bony structure. 
However, this approach, by focusing more computational 
weight of the loss function on the central slices, resulted 
in poorer alignment of the edge regions, as illustrated in 
the green boxes of Fig. 12C and D.

In terms of DSC, the proposed method exhibited supe-
rior performance compared to the other three models. 
Owing to the weight allocation strategy, the WAS model 
demonstrated performance comparable to the baseline 
model for OARs primarily located in the central slices. 
However, the registration accuracy for the spinal cord, 
optic nerves, and optic chiasma was slightly inferior. The 
AMS model exhibited slightly lower registration accuracy 
for most organs compared to the WAS model, except for 
OARs in more peripheral slices, such as the spinal cord. 
The NAS model performed the worst. In terms of HD, 
precision, and recall, we also obtained similar results, as 
shown in Tables 6, 7 and 8. 

Discussion
Image registration between planning CT and MR is 
the key to accurate target segmentation of NPC cases. 
Deformable registration is suitable for multi-modal image 
registration due to its ability to correct the deforma-
tion and displacement of internal soft tissues. Although 
many deep learning models have been proposed for 
the deformable registration to increase the registration 
accuracy, several difficulties prevented the widespread 
application of these models in clinical practice. Specifi-
cally, differences in FOV and scanning inclination angle 
between CT and MR may lead to registration errors [39–
40]. In this study, the CycleFCNs model, which adopts 
two synchronously trained fully convolutional networks 
to ensure the registration results maintaining inverse 
consistency, was used to perform deformable registration 
between planning CT and MR for NPC cases. Adaptive 
mask registration strategy and weight allocation strategy 
were proposed to improve the registration accuracy.

In this study, both the intensity-based iterative algo-
rithm and the deep learning model were capable of rec-
tifying the soft tissue deformation and displacement 
between multimodal images for NPC cases. Compared 
with the registration results in RayStation, the proposed 
method improved the contour similarity of each ROI 
between CT and MR, as shown in Tables 1, 2 and 3, and 
4. The American Association of Physicists in Medicine 
TG-132 report summarized the quantitative metrics 
and their tolerance for image registration, with a rec-
ommended DSC value of 0.8 to 0.9 [41]. Although the 
four deformable registration methods can achieve ade-
quate accuracy for most organs, deep learning methods 

Fig. 11 Recall histogram of different organs using RayStation deformable 
registration and CycleFCNs model

 

Fig. 10 Precision histogram of different organs using RayStation deform-
able registration and CycleFCNs model
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exhibited higher DSC values compared to the two con-
ventional iterative algorithms, with CycleFCNs demon-
strating the best performance.

Figures 6 and 7 showed the results of rigid registration 
and the four deformable registration methods. Although 
the intensity-based deformable registration methods 
implemented in RayStation improved the registration 
accuracy compared to the rigid algorithm, several chal-
lenges remained. First of all, the conventional algorithm 
did not fully rectify the displacement and deforma-
tion of soft tissues, as depicted in Fig.  6B. Additionally, 
the emergence of some unreasonable deformations in 
localized regions raised concerns regarding the reliabil-
ity of the registration results. Elastix and VoxelMorph 
stretched the edges of the MR images to fill in the miss-
ing shoulder parts, but such unreasonable deformations 
may affect the reliability of registration in other areas. In 
contrast, CycleFCNs ensured the alignment of the central 
region while avoiding excessive stretching of the periph-
eral areas of the MR images.

The Wilcoxon signed-rank test results presented from 
Figs. 8, 9, 10 and 11 indicated that the four quantitative 
metrics of RayStation and the method described in this 
study exhibited statistical significance in the majority of 
normal tissues. Notably, for the oral cavity, brainstem, 
temporomandibular joint, and pituitary, the improved 
CycleFCNs model has demonstrated significant advan-
tages. Zhao et al. developed a ViT-Morph model for 
MR-MR deformable registration and evaluated 7 manu-
ally contoured organs (brainstem, spinal cord, mandible, 
left/right parotids, left/right submandibular glands) by 
comparing with the traditional registration methods in 
Monaco treatment planning system [42]. Their findings 

also corroborated the notion that deformable registration 
based on deep learning can achieve higher accuracy in 
comparison to conventional methods.

To further verify the effectiveness of the adaptive mask 
registration strategy and weight allocation strategy in 
improving registration accuracy, a series of ablation 
experiments was conducted. As illustrated in Fig.  12, It 
is evident that both training strategies have their respec-
tive advantages. The adaptive mask strategy can prevent 
excessive stretching of MR images, but it is insufficient 
in terms of registration accuracy for the central slices. 
The weight allocation strategy improves the registration 
accuracy of the central slices and is more effective for 
cases where ROIs are concentrated in the central slices of 
image. However, this strategy can also lead to undesirable 
stretching effects at the edges of the MR images. The reli-
ability of such registration results remain further valida-
tion, primarily since the FOV in MR is limited compared 
to CT, resulting in the absence of information outside the 
FOV. As shown in Tables 5, 6, 7 and 8, the AMS model 
demonstrated slightly lower registration accuracy for 
most organs compared to the WAS model. This may be 
attributed to the fact that the adaptive mask strategy was 
primarily designed to address the issue of limited FOV in 
MR images. Since most OARs for NPC are located in the 
head and neck region, where MR images are complete, 
the adaptive mask strategy could not exert its effect. 
For areas below the neck, where MR images suffer from 
insufficient FOV, the AMS model could enhance the 
registration accuracy of OARs in these regions. For the 
temporal lobe and eyes, the average DSC and HD values 
among the four models were not significantly different, 
indicating that the additional training strategies exerted 

Fig. 12 Checkboard fusion images. A: NAS model (origin CycleFCNs), B: AMS model (CycleFCNs with adaptive mask registration strategy), C: AMS model 
(CycleFCNs with weight allocation strategy), D: Baseline model (CycleFCNs with two strategies)
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a negligible impact on the registration accuracy for these 
particular organs.

The proposed method minimizes the necessity for 
manual adjustments and offers more dependable ana-
tomical updates, ensuring that the treatment plan stays 
consistent with the patient’s current anatomical state. 
This is crucial for maintaining the accuracy and effec-
tiveness of full-auto planning and adaptive radiotherapy 
[43]. Given the general nature of the proposed strategies, 
the proposed method has the potential to be scalable to 
other anatomical regions or cancer types. The adaptive 
mask registration strategy, which focuses on the ROIs 
by extracting an outer contour mask, can be adapted 
to other anatomical regions. For example, in prostate 

cancer, where the prostate gland is the primary target, a 
similar mask can be created to focus the registration on 
the prostate region. This strategy can help address issues 
related to limited FOV in MR scans, which is a common 
problem in many anatomical regions. The weight allo-
cation strategy, which assigns higher weights to central 
slices and lower weights to edge slices, can be applied to 
other regions where edge mismatches are a concern. For 
instance, in brain tumor registration, where the brain’s 
surface can introduce registration errors, this strategy 
can help improve the registration accuracy by focusing 
on the central regions of the brain.

Deformable registration process still has some 
other potential risks, particularly concerning tumor 
boundaries, which can significantly impact clinical 

Table 5 DSC of different organs in test cases based on different 
models
organ DSC (Mean ± SD)

Baseline WAS AMS NAS
Spinal cord 0.71 ± 0.08 0.69 ± 0.07 0.71 ± 0.07 0.68 ± 0.06
Thyroid 0.84 ± 0.04 0.84 ± 0.04 0.83 ± 0.03 0.82 ± 0.07
Musculus constrictor 
pharynges

0.85 ± 0.05 0.85 ± 0.06 0.84 ± 0.05 0.82 ± 0.04

Oral cavity 0.93 ± 0.02 0.93 ± 0.02 0.93 ± 0.03 0.93 ± 0.03
Brainstem 0.95 ± 0.01 0.95 ± 0.02 0.94 ± 0.02 0.94 ± 0.01
Temporomandibular 
joint

0.91 ± 0.03 0.92 ± 0.05 0.89 ± 0.04 0.88 ± 0.05

Temporal lobe 0.91 ± 0.05 0.90 ± 0.04 0.90 ± 0.03 0.89 ± 0.06
Pituitary 0.93 ± 0.02 0.92 ± 0.03 0.91 ± 0.02 0.90 ± 0.03
Eyes 0.91 ± 0.04 0.90 ± 0.03 0.91 ± 0.04 0.91 ± 0.03
Optic nerves 0.89 ± 0.05 0.87 ± 0.05 0.88 ± 0.06 0.84 ± 0.06
Optic chiasma 0.83 ± 0.06 0.81 ± 0.07 0.83 ± 0.08 0.79 ± 0.08
Note: baseline model includes all two strategies; WAS model removes the 
adaptive mask registration strategy; AMS model removes the weight allocation 
strategy; NAS model removes all the two training strategies

Table 6 HD of different organs in test cases based on different 
models
organ HD (Mean ± SD) / mm

Baseline WAS AMS NAS
Spinal cord 3.64 ± 0.93 3.84 ± 0.98 3.71 ± 0.89 3.92 ± 1.07
Thyroid 3.10 ± 0.84 3.27 ± 0.81 3.33 ± 0.85 3.71 ± 0.86
Musculus 
constrictor 
pharynges

1.92 ± 0.49 1.93 ± 0.50 1.95 ± 0.46 2.15 ± 0.44

Oral cavity 6.17 ± 1.78 6.06 ± 1.61 6.62 ± 1.70 7.02 ± 1.49
Brainstem 2.35 ± 0.83 2.42 ± 0.95 2.67 ± 0.82 2.80 ± 0.81
Temporoman-
dibular joint

2.28 ± 0.86 2.12 ± 0.78 2.43 ± 0.82 2.55 ± 1.02

Temporal lobe 12.43 ± 3.57 12.45 ± 3.68 12.87 ± 3.88 13.29 ± 4.11
Pituitary 1.53 ± 0.54 1.78 ± 0.71 1.61 ± 0.62 1.70 ± 0.67
Eyes 3.01 ± 1.15 3.13 ± 1.25 2.98 ± 1.01 3.02 ± 1.19
Optic nerves 3.56 ± 0.83 3.76 ± 0.90 3.60 ± 0.77 3.47 ± 0.94
Optic chiasma 5.87 ± 1.72 6.02 ± 1.80 5.90 ± 1.71 6.16 ± 1.70
Note: baseline model includes all two strategies; WAS model removes the 
adaptive mask registration strategy; AMS model removes the weight allocation 
strategy; NAS model removes all the two training strategies

Table 7 Precision of different organs in test cases based on 
different models
organ Precision (Mean ± SD)

Baseline WAS AMS NAS
Spinal cord 0.72 ± 0.06 0.70 ± 0.07 0.72 ± 0.06 0.71 ± 0.05
Thyroid 0.83 ± 0.07 0.83 ± 0.05 0.82 ± 0.05 0.83 ± 0.06
Musculus constrictor 
pharynges

0.88 ± 0.07 0.86 ± 0.06 0.84 ± 0.05 0.82 ± 0.04

Oral cavity 0.94 ± 0.02 0.94 ± 0.02 0.92 ± 0.02 0.91 ± 0.03
Brainstem 0.94 ± 0.02 0.95 ± 0.02 0.94 ± 0.02 0.95 ± 0.02
Temporomandibular 
joint

0.94 ± 0.03 0.93 ± 0.04 0.90 ± 0.03 0.89 ± 0.06

Temporal lobe 0.91 ± 0.07 0.90 ± 0.03 0.92 ± 0.04 0.90 ± 0.07
Pituitary 0.95 ± 0.01 0.94 ± 0.03 0.92 ± 0.02 0.92 ± 0.05
Eyes 0.91 ± 0.04 0.89 ± 0.03 0.90 ± 0.04 0.90 ± 0.04
Optic nerves 0.82 ± 0.05 0.84 ± 0.05 0.84 ± 0.07 0.86 ± 0.05
Optic chiasma 0.82 ± 0.06 0.80 ± 0.06 0.82 ± 0.08 0.81 ± 0.08
Note: baseline model includes all two strategies; WAS model removes the 
adaptive mask registration strategy; AMS model removes the weight allocation 
strategy; NAS model removes all the two training strategies

Table 8 Recall of different organs in test cases based on 
different models
organ Recall (Mean ± SD)

Baseline WAS AMS NAS
Spinal cord 0.71 ± 0.07 0.68 ± 0.07 0.70 ± 0.07 0.67 ± 0.07
Thyroid 0.85 ± 0.04 0.84 ± 0.04 0.84 ± 0.04 0.82 ± 0.05
Musculus constrictor 
pharynges

0.84 ± 0.05 0.84 ± 0.06 0.84 ± 0.05 0.82 ± 0.06

Oral cavity 0.93 ± 0.02 0.92 ± 0.02 0.94 ± 0.03 0.94 ± 0.04
Brainstem 0.96 ± 0.01 0.95 ± 0.02 0.95 ± 0.02 0.93 ± 0.01
Temporomandibular 
joint

0.89 ± 0.06 0.91 ± 0.06 0.88 ± 0.05 0.86 ± 0.05

Temporal lobe 0.92 ± 0.05 0.90 ± 0.05 0.89 ± 0.03 0.89 ± 0.06
Pituitary 0.91 ± 0.03 0.91 ± 0.03 0.90 ± 0.03 0.89 ± 0.05
Eyes 0.93 ± 0.02 0.91 ± 0.03 0.92 ± 0.03 0.94 ± 0.04
Optic nerves 0.90 ± 0.04 0.89 ± 0.05 0.90 ± 0.05 0.84 ± 0.08
Optic chiasma 0.83 ± 0.05 0.81 ± 0.07 0.83 ± 0.07 0.77 ± 0.06
Note: baseline model includes all two strategies; WAS model removes the 
adaptive mask registration strategy; AMS model removes the weight allocation 
strategy; NAS model removes all the two training strategies
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decision-making. For instance, deformable registration 
may struggle with partial volume effects, where the size 
of the imaging voxels exceeds that of the structures being 
imaged. This can result in inaccuracies in the delinea-
tion of tumor boundaries, especially in regions where the 
tumor is small or has an irregular shape. Moreover, varia-
tions in image intensity within the tumor or surround-
ing tissues can introduce artifacts during the registration 
process, leading to misalignment of tumor boundaries by 
the deformable registration algorithm. In the future, we 
plan to conduct relevant research to address these issues. 
A limitation in this study is that the semi-automatic table 
removal process, while effective, may require additional 
effort from medical physicists and may be challeng-
ing to automate due to variability in CT scanners. Our 
future measures will focus on the development of auto-
mated tools to improve the efficiency of the table removal 
process.

Conclusions
In this work, adaptive mask registration strategy and 
weight allocation strategy were proposed to perform 
CT-MR deformable registration for NPC cases based on 
the CycleFCNs model. Compared with RayStation, Elas-
tix, and VoxelMorph, the proposed method improved the 
registration accuracy for multi-modal medical images. 
Furthermore, we demonstrated that the adaptive mask 
registration strategy and weight allocation strategy allow 
for better deformable image registration performance.
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